Theory of non-Markovian reversible dissociation reactions
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We consider a reversible dissociation–recombination reaction in solution which is described by a distribution of waiting times rather than a single dissociation rate constant. This is a non-Markovian generalization of the backreaction boundary condition. We formulate the new boundary condition in terms of the residence time in the bound state and illustrate the theory by assuming a stable-law density for the residence time. Explicit expressions are found for the Laplace transform of the survival probability in one and three dimensions, which can be inverted analytically for special values of the stable-law parameter $\alpha$ and numerically for other values of $\alpha$. We derive the long-time behavior of the survival probability for arbitrary $\alpha$, and note that the survival probability undergoes a first-order phase transition in one dimension, in which its asymptotic value changes abruptly at $\alpha = 1/2$. In three dimensions it undergoes a second-order phase transition at $\alpha = 1$, in which only the asymptotic slope of the survival probability changes discontinuously.

I. INTRODUCTION

Much of the traditional literature on diffusion-influenced reactions has dealt with irreversible reactions exemplified by geminate recombination and fluorescence quenching. Recently, reversibility has been introduced into the theory of diffusion-influenced reactions in the form of the so-called backreaction boundary condition, which generalizes the radiation boundary condition by allowing a dissociated pair to form at the boundary. The resulting theory, which is based on the transient solution of the spherically symmetric Smoluchowski equation, has been applied to the interpretation of experimental data of an aromatic molecule which ejects a proton in its excited state and recombines with it reversibly without quenching.

We can symbolically represent the backreaction boundary condition as a first-order reaction at the boundary of a sphere

$$ \tag{1.1} \frac{\partial}{\partial \tau} \Psi = \mathcal{R} = \mathcal{D} $$

in which $\mathcal{B}$ represents the state of a particle temporarily trapped, $\mathcal{F}$ is the state of particles which reach the surface but are not yet bound, and $\mathcal{D}$ represents diffusion in the space exterior to the sphere. When $\mathcal{B}$ is a single discrete state, the probability density $\psi(t)$ for residence in the bound state for a time $t$ prior to dissociation is

$$ \tag{1.2} \psi(t) = \kappa_0 \exp(- \kappa_0 t). $$

In the general case considered here we allow $\psi(t)$ to be an arbitrary probability density.

In effect the single bound state in Eq. (1.1) will be replaced by a bound state characterized by a possibly infinite number of internal states

$$ \tag{1.3} \cdot \cdots \mathcal{B}_2 \mathcal{B}_1 \mathcal{B}_0 \mathcal{F} \mathcal{D}. $$

In this scheme $\psi(t)$, the probability density for residence
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time in the set of bound states, will not be a single exponential as in Eq. (1.2), but can rather be expressed as a sum of exponentials

$$ \tag{1.4} \psi(t) = \sum_{n=0}^\infty \rho_n \exp(- \lambda_n t), $$

where the $\rho_n$ and $\lambda_n$ depend on both initial condition and rate parameters of Eq. (1.3). When one does not keep detailed account of transitions between internal states, but rather lumps the bound states into a single $\mathcal{B}$ state, the resulting process will be non-Markovian.\textsuperscript{10,11} For example, an electronically excited molecule may dissociate most effectively from high vibrational states. When such a molecule is highly vibrationally excited it decays, as a function of time, to its ground vibrational state, thus making dissociation less probable. In a description involving only the mutual separation distance but not the vibrational state, the dissociation coefficient will appear to decrease with time. This effect can be mimicked by the functions $\psi(t)$, characterized by a long time tail, that are discussed in this work.

In the present work we consider the effects of using a non-Markovian model for the kinetics of a pair of reversibly binding particles whose motion is described by a spherically symmetric diffusion equation.\textsuperscript{1} We will show that, for the class of $\psi(t)$ to be considered, the probability of finding a bound pair undergoes a "phase transition" in one dimension, as the parameter characterizing this function is changed, while in three dimensions we find only a "second order" phase transition in the rate of approaching the ultimately dissociated state.

II. GENERAL ANALYSIS

We restrict our analysis of non-Markovian pair kinetics to the case of force-free diffusion (although this can be generalized) and model the system in terms of two molecules, one a fixed sphere of radius $a$, and the second mobile particle assumed to be a point. The resulting system is spherically symmetric with respect to an origin fixed at the center of the sphere. We also restrict the analysis to an initially bound
pair, denoted below by an asterisk, but the case of a pair initially dissociated to a separation distance $r_0$ can also be dealt with. The evolution equation for the probability density, $p(r,t|*)$, for the position $r$ of the point particle at time $t$ in a $d$-dimensional space will be assumed to be the spherically symmetric diffusion (Smoluchowski\(^ {17}\)) equation

$$\frac{\partial p(r,t|*)}{\partial t} = -\gamma_d r^{d-1} \frac{\partial}{\partial r} J(r,t|*), \quad r \geq a, \quad (2.1)$$

where $\gamma_d$ is a geometric factor, $\gamma_d = 2\pi^{d/2}/\Gamma(d/2) = 2\pi$, and $4\pi$ for $d = 1, 2, \text{ and } 3$, respectively, $D$ is a constant diffusion coefficient and $J$ is the diffusion flux. Since particles may be either bound or free, the initial condition for $r > a$ is

$$p(r_0,t|*) = 0. \quad (2.2)$$

This implies that at $t = 0$ the pair is bound.

A. Markovian dissociation

In the Markovian limit, Eq. (2.1), in unbounded space, is to be solved subject to the backreaction boundary condition, usually written as a relation between the flux at contact ($r = a$) and the probability that the particle is not bound, $S(t|*)$, as

$$J(a,t|*) = -\kappa_a p(a,t|*) + \kappa_d [1 - S(t|*)]. \quad (2.3)$$

In this equation $\kappa_a$ and $\kappa_d$ are the association and dissociation rate parameters at contact, respectively. For the sake of subsequent comparison with Ref. 8, note that in $3d$ $\kappa_a = 4\pi a^2 \kappa_s$, where $\kappa_s$ is the intrinsic recombination rate defined there. When $\kappa_a = 0$, Eq. (2.3) reduces to the well-known radiation boundary condition\(^ {1} \) and when, in addition, $\kappa_a = \infty$ it becomes an absorbing boundary condition, $p(a,t|*) = 0$.

$S(t|*)$ can be expressed in terms of $p(r,t|*)$ as

$$S(t|*) = \gamma_d \int_0^a p(r,t|*) r^{d-1} dr \quad (2.4)$$

while $1 - S(t|*)$ is the fraction in the bound state. In the ordinary (Markovian) case the dissociation rate is proportional to this fraction at any instant in time. The flux at contact, $J(a,t|*)$, is related to $S(t|*)$ by

$$J(a,t|*) = D S(t|*)/\partial t. \quad (2.5)$$

This relation, which follows formally by integration of Eq. (2.1) over space, states that the number of particles in the free state can only change due to dissociation and recombination events.

A formal solution to the Smoluchowski equation for either Markovian or non-Markovian dynamics can be found in terms of Laplace transforms. Denote the Laplace transform of a function $f(t)$ by $\hat{f}(s) = \int_0^\infty f(t) \exp(-st) dt$. Since $S(0|*) = 0$, the transform of Eq. (2.5) is

$$\hat{J}(a,s|*) = s \hat{S}(s|*). \quad (2.6)$$

This allows us to write the boundary condition, Eq. (2.3), as

$$\hat{J}(a,s|*) = \frac{\kappa_d - \kappa_a \hat{p}(a,s|*)}{s + \kappa_d}. \quad (2.7)$$

It has been shown\(^ {9}\) that the Laplace transform of $S(t|*)$ for the boundary condition in Eq. (2.3) can be expressed in terms of $\hat{p}_{\text{ref}}(a,s|a)$, the solution of the Laplace transformed diffusion equation subject to a reflecting boundary condition, $\hat{J}(a,s|*) = 0$, as

$$s \hat{S}(s|*) = \frac{\kappa_d}{\kappa_d + s[1 + \kappa_d \hat{p}_{\text{ref}}(a,s|a)]}. \quad (2.8)$$

The functions $\hat{p}_{\text{ref}}(a,s|a)$ are known\(^ {2}\) in one and three dimensions to be

$$\hat{p}_{\text{ref}}(0,s|0) = 1/\sqrt{D_s}, \quad d = 1 \quad (2.9a)$$

$$\hat{p}_{\text{ref}}(a,s|a) = 1/[4\pi D_a(a^2/s^2D + 1)], \quad d = 3. \quad (2.9b)$$

Equation (2.8) can be inverted explicitly when these forms are used.$\text{8(c),9}$

B. Non-Markovian dissociation

In our derivation of the non-Markovian analog of Eq. (2.3) we need not change the first term in the right-hand side since, in the reaction scheme of Eq. (1.3), we have retained the assumption of first order kinetics for the binding step. We make the further assumption that $t = 0$ marks the beginning of a sojourn in the bound state. For the second term we can argue that if dissociation occurs for the first time at time $t$ either the initial sojourn time in the bound state is exactly equal to $t$, with a probability density $\psi(t)$, or else recombination has occurred at time $t < t'$. In the latter case the subsequent sojourn time for the fraction $\kappa_a p(a,t'|*) dt'$ which has recombined between $t'$ and $t + dt'$ is $t - t'$. These two possibilities allow us to express the flux in terms of $p(a,t|*)$ as

$$J(a,t|*) = -\kappa_a p(a,t|*) + \psi(t)$$

$$+ \kappa_d \int_0^t p(a,t'|*) \psi(t - t') dt'. \quad (2.10)$$

In Laplace space the convolution integral corresponds to a product of the transforms, allowing us to write

$$\hat{J}(a,s|*) = \hat{\psi}(s) - \kappa_a [1 - \hat{\psi}(s)] \hat{p}(a,s|*). \quad (2.11)$$

Indeed, for the exponential waiting time distribution in Eq. (1.2), $\hat{\psi} = \kappa_d/(s + \kappa_d)$ and Eq. (2.11) reduces to the boundary condition in Eq. (2.7).

The generalization of the solution (2.8) for $\hat{S}(s|*)$ to the non-Markovian boundary (2.11) follows by similar techniques

$$s \hat{S}(s|*) = \frac{\hat{\psi}(s)}{1 + \kappa_a [1 - \hat{\psi}(s)] \hat{p}_{\text{ref}}(a,s|a)}. \quad (2.12)$$

While a closed form inverse of Eq. (2.8) can be found for the expressions for $\hat{p}_{\text{ref}}$ in Eq. (2.9) i.e., for the Markovian case, one cannot, for general forms of $\hat{\psi}(s)$, find the inverse of Eq. (2.12). However, it is possible in some cases of interest to find asymptotic properties of $S(t|*)$ in terms of the small-$s$
behavior of $\hat{\psi}(s)$ using arguments based on Tauberian theorems.\textsuperscript{12} We next consider possible forms of $\psi(t)$ that may be regarded as generalizing the multiexponential expression in Eq. (1.4). When the number of internal \textit{B} states is very large one can approximate the sum in that equation by an integral

$$\psi(t) = \int_0^\infty \rho(\lambda) \exp(-\lambda t) d\lambda. \tag{2.13}$$

If we suppose that the density function has the limiting behavior

$$\rho(\lambda) \sim A\lambda^\alpha \tag{2.14}$$

for $\lambda \to 0$, where $A$ is a constant, the representation of $\psi(t)$ as the Laplace transform in Eq. (2.13) implies that as $t \to \infty$

$$\psi(t) \sim A\frac{\Gamma(1+\alpha)}{t^{1+\alpha}}, \tag{2.15}$$

where $\Gamma(x)$ is a gamma function.\textsuperscript{13} This asymptotic behavior implies that when $0 < \alpha < 1$ no finite integer moments of $\psi(t)$ exist beyond the zero. By an Abelian theorem for Laplace transforms\textsuperscript{12} it also follows that $\hat{\psi}(s)$ can be expanded to lowest order in powers of $s$ as

$$\hat{\psi}(s) \sim 1 - (s\tau)^\alpha, \tag{2.16}$$

where $\tau$ is a constant with dimensions of time. Hence $\psi(t)$ behaves asymptotically like a stable-law density function.\textsuperscript{14} This form of a waiting time distribution has been used extensively by Montroll and co-workers.\textsuperscript{10,11}

In the present work, it will prove convenient to consider the particular class of waiting time densities whose transform is

$$\hat{\psi}(s) = 1/[1 + (s\tau)^\alpha], \quad 0 < \alpha < 1. \tag{2.17}$$

In the limit of small $s$ Eq. (2.17) has the expansion in Eq. (2.16), so that the long time behavior of $\psi(t)$ is that given in Eq. (2.15), while for $\alpha = 1$ (with $\tau = 1/\kappa_d$) Eq. (2.17) is indeed the Laplace transform of Eq. (1.2). For $\alpha < 1$, $\psi(t)$ decays slower than an exponential. For example, if $\alpha = 1/2$

$$\psi(t) = \sqrt{\tau/s} - \exp(t/\tau)\text{erfc}(\sqrt{\tau/s}), \tag{2.18}$$

where $\text{erfc}(x)$ is the complementary error function.\textsuperscript{13} The asymptotic behavior of the error function\textsuperscript{13} implies that $\psi(t)$ in Eq. (2.18) decays asymptotically as $t^{-3/2}$, in agreement with Eq. (2.15).

Use of the explicit expressions for $\hat{\psi}(s)$ and $\hat{\psi}(s^*)$ given in Eqs. (2.17) and (2.9) enables us to write $S(t^*)$ of Eq. (2.12) as

$$s \hat{S}(s^*) = 1/[1 + (s\tau)^\alpha[1 + (\theta_\tau^s)]^{-1/2}], \quad d = 1 \tag{2.19a}$$

$$s \hat{S}(s^*) = \frac{1 + \sqrt{\theta_\tau^s}}{[1 + \sqrt{\theta_\tau^s}[1 + (s\tau)^\alpha] + \mu(s\tau)^\alpha], \quad d = 3. \tag{2.19b}$$

where the parameters $\theta_\tau$, $\theta_\tau^s$, and $\mu$ are defined by

$$\theta_\tau = D/\kappa_d, \quad d = 1 \tag{2.20a}$$

$$\theta_\tau^s = \alpha^2/D, \quad \mu = \kappa_d/(4\pi D), \quad d = 3. \tag{2.20b}$$

Both $\theta_\tau$ and $\theta_\tau^s$ have dimensions of time (note that $\kappa_d$ will have different units depending on dimensionality) while $\mu$ is dimensionless. Equation (2.19) will be the starting point of our analysis.

### III. SOME SPECIAL CASES

While neither of the Laplace transforms in Eq. (2.19) can be inverted explicitly for all values of $\alpha$, it is nevertheless instructive to perform the inversions for two special cases in which it is possible to find expressions for $S(t^*)$ valid for all $t$. The cases to be considered are $\alpha = 1$, which is the Markovian case, and $\alpha = 1/2$. In addition, we obtain the asymptotic behavior at long times for all $\alpha$ and observe that while a first order phase transition is obtained in $d = 1$ as a function of $\alpha$, only a second order transition exists in three dimensions.

#### A. One dimensional reactions

In one dimension for $\alpha = 1$ (the usual Markovian limit) one has\textsuperscript{7(b),8(c)}

$$\hat{S}(s^*) = \left\{ 1 + \frac{\tau}{\sqrt{\theta_\tau^s}} \right\}^{-1} \tag{3.1}$$

$$= \frac{\theta_\tau^s}{\tau} \left\{ \left[\sqrt{\theta_\tau^s} + \frac{1}{2}(1 - \Delta) \right] \left[\sqrt{\theta_\tau^s} + \frac{1}{2}(1 + \Delta) \right] \right\}^{-1} \tag{3.1}$$

$$= (\theta_\tau/\Delta \tau s) \left\{ \left[\sqrt{\theta_\tau^s} + \frac{1}{2}(1 - \Delta) \right] \right\}^{-1} \tag{3.1}$$

$$- \left[\sqrt{\theta_\tau^s} + \frac{1}{2}(1 + \Delta) \right]^{-1}, \tag{3.1}$$

where $\Delta^2 = 1 - 4\theta_\tau/\tau$. Equation (3.1) is easily inverted\textsuperscript{12,13} leading to

$$1 - S(t^*) = \frac{1}{2\Delta} \left\{ (1 + \Delta)f \left[ 1 + (1 - \Delta)\sqrt{\tau/\theta_\tau^s} \right] \right\} \tag{3.2}$$

$$- (1 - \Delta)f \left[ 1 + (1 + \Delta)\sqrt{\tau/\theta_\tau^s} \right] \tag{3.2}$$

where $f(x)$ is the ubiquitous function

$$f(x) \equiv \exp(x^2)/\text{erfc}(x). \tag{3.3}$$

For later convenience we also define the function $g(x) \equiv 1 - f(x)$. Equation (3.2) is identical with Eq. (C8) in Ref. 8(c). When $\Delta$ is complex it is necessary to evaluate a complex error function.\textsuperscript{13} The asymptotic behavior of $S(t^*)$ can be obtained either from that of the error function\textsuperscript{13} or by inverting the expression of Eq. (3.1) near $s = 0$. As $t \to \infty$ one finds\textsuperscript{8(c)}

$$S(t^*) \sim 1 - \frac{\tau}{\sqrt{\pi\theta_\tau t}}. \tag{3.4}$$

Hence the ultimate escape probability, $S(\infty | \cdot)$, for a reversible reaction is unity, in contrast to an irreversible reaction in 1d for which the ultimate escape probability vanishes (return to the origin is certain). Note also that this limiting value is approached very slowly. This power-law behavior should be contrasted with the exponential decay predicted from a scheme of first-order chemical rate equations.\textsuperscript{8(c)}

We consider next non-Markovian dissociation in 1d with $\alpha = 1/2$. From Eq. (2.19a) we find

$$\hat{S}(s^*) = s\left\{ 1 + \sqrt{\tau/\theta_\tau^s} + \sqrt{\tau s} \right\}^{-1}. \tag{3.5}$$
Inversion in terms of the function $g(x)$ defined earlier yields the expression

$$S(t^\ast) = \frac{g(\sqrt{t/\tau} + \sqrt{t/\theta_1})}{1 + \sqrt{t/\theta_1}}.$$  (3.6)

Unlike the $\alpha = 1$ case, where the ultimate escape probability is unity, for $\alpha = 1/2$ the asymptotic behavior for $t \to \infty$ is

$$S(t^\ast) \sim \frac{\sqrt{\theta_1}}{\sqrt{\tau} + \sqrt{\theta_1}} \left[ 1 - \frac{\sqrt{\theta_1}}{\sqrt{\tau} + \sqrt{\theta_1}} \sqrt{\frac{\tau}{\pi\tau}} \right]$$  (3.7)

so that the system tends toward an equilibrium state in which a fraction of the population is dissociated while the rest remains bound.

To investigate this point further, we consider the asymptotic behavior of Eq. (2.19a) for arbitrary $0 < \alpha < 1$. We find that there is an interesting phase transition at $\alpha = 1/2$: For $\alpha > 1/2$ the small $s$ expansion of Eq. (2.19a) is

$$s \tilde{S}(s^\ast) \sim 1 - \frac{s}{\sqrt{\theta_1}} x^{-1/2}$$  (3.8)

from which we infer that as $t \to \infty$

$$S(t^\ast) \sim 1 - \frac{\tau^\alpha}{\Gamma(3/2 - \alpha)\sqrt{\theta_1}} t^{-(\alpha - 1/2)}.$$  (3.9)

Hence the probability of finding a bounded particle decays asymptotically as $t^{-(\alpha - 1/2)}$. As in the Markovian case, $\alpha = 1$, the ultimate escape probability is unity. The situation is qualitatively different for $\alpha < 1/2$, where we have

$$\tilde{S}(s^\ast) \sim \frac{\sqrt{\theta_1}}{s^\alpha} s^{-\alpha + 1/2}$$  (3.10)

which, in the time domain, corresponds to the asymptotic behavior

$$S(t^\ast) \sim \frac{\sqrt{\theta_1}}{\Gamma(1/2 + \alpha)\tau^\alpha} t^{-(1/2 - \alpha)}.$$  (3.11)

In this limit all pairs eventually recombine and therefore the function $S(t^\ast)$ decays as $t^{-(1/2 - \alpha)}$. Thus, there is a phase transition as a function of $\alpha$ at $\alpha = 1/2$. When $\alpha < 1/2$ particles at long time remain in the bound state, while the condition $\alpha > 1/2$ ensures that all of the particles eventually escape into the unbound state. Only at the transition value of $\alpha = 1/2$ are particles distributed asymptotically between both bound and unbound states.

The above results are illustrated in Fig. 1. The full curves were found by numerical inversion of Eq. (2.19a), while the dashed curves represent the analytical asymptotic behavior from Eqs. (3.4), (3.7), (3.9), and (3.11). To emphasize the long-time behavior, these are plotted in a log-log (base 10) scale as log(1 - $S$) vs log $t$. The phase transition is clearly evident from the figure, namely, for $\alpha > 1/2$ the ultimate escape probability is unity, for $\alpha < 1/2$ the ultimate recombination probability is unity and for $\alpha = 1/2$ both escape and recombination probabilities are finite. The rate of convergence towards the long-time asymptotic limit varies with $\alpha$, as is evident from the plotted results. For $\alpha = 1/2$ the asymptotic limit is approached from below while for $\alpha < 1/2$ it is approached from above. Another interesting property is that at short times the order of the curves is reversed and that there is a point where (at least approximately) all curves intersect.

B. Three dimensional reactions

The exactly invertible cases in $d = 3$ appear also to be restricted to $\alpha = 1/2$ and 1, and their inverse may again be written in terms of the function $g(x)$ introduced following Eq. (3.3).

In the case $\alpha = 1$ Eq. (2.19b) becomes

$$s \tilde{S}(s^\ast) \sim \frac{1 + \sqrt{\theta_1}}{1 + \sqrt{\theta_1} + (\mu + 1)\tau s + \tau\sqrt{\theta_1} t^{3/2}}.$$  (3.12)

If we regard the denominator as a cubic equation in $\sqrt{\theta_1}$ and denote its three roots by $-R_s$, $-R_b$, and $-R_c$, then, following the derivation in Eq. (3.1), we find

$$\tau\sqrt{\theta_1} S(t^\ast) = \frac{1 - R_s\sqrt{\theta_1}}{R_s(R_b - R_s)(R_c - R_s)} g(R_s\sqrt{\tau} t)$$
$$+ \frac{1 - R_b\sqrt{\theta_1}}{R_b(R_c - R_b)(R_b - R_s)} g(R_b\sqrt{\tau} t)$$
$$+ \frac{1 - R_c\sqrt{\theta_1}}{R_c(R_s - R_c)(R_c - R_b)} g(R_c\sqrt{\tau} t).$$  (3.13)

In this case $S(\infty^\ast) = (\tau\sqrt{\theta_1} R_s R_b R_c)^{-1} = 1$ so that, as in 1d, escape is certain. As $t \to \infty$ we find

$$S(t^\ast) \sim 1 - \mu\tau \sqrt{\frac{\theta_1}{4\pi t^3}}$$  (3.14)

in agreement with a result first found in Ref. 8(c).

In the three dimensional case with $\alpha = 1/2$, we rewrite Eq. (2.19b) as
and again the solution may be written in terms of the roots $Q_o$ and $Q_b$, $Q_o Q_b = \sqrt{\alpha_3}$, of the denominator of Eq. (3.15) regarded as a quadratic polynomial in $\sqrt{s}$. Hence we find

$$s S(s) = \frac{1 + \sqrt{\alpha_3}}{1 + \sqrt{\alpha_3} + (\mu + 1) \sqrt{\tau}} s$$

(3.16)

In contrast to the one dimensional case, Eq. (3.7), we find that in 3d $S(\alpha | \alpha^*) = 1$, just as for $\alpha = 1$. The asymptotic behavior of Eq. (3.16) as $t \to \infty$ is

$$S(t | \alpha^*) \sim 1 - (\mu + 1) \sqrt{\frac{\pi}{\tau t}}$$

(3.17)

Hence, while for $\alpha = 1/2$ all particles escape recombination, they do so more slowly than for $\alpha = 1$.

For arbitrary $\alpha$, the long-time asymptotic behavior in 3d can be gotten from Eq. (2.19b). We find that for $s \to 0$

$$s S(s) \sim 1 - (\mu + 1) (\tau r)^\alpha$$

(3.18)

which for $\alpha < 1$ can be inverted as

$$S(t | \alpha^*) \sim 1 - \frac{\mu + 1}{\Gamma(1 - \alpha)} (\tau t)^\alpha$$

(3.19)

Hence in 3d the escape probability is unity for all $\alpha$. The qualitative difference between one and three dimensional systems undoubtedly arises because one dimensional systems are recurrent (return to the origin occurs with probability one) while three dimensional systems are transient. Nevertheless, 3d systems show a second order phase transition as a function of $\alpha$ at $\alpha = 1$. This is seen by comparing Eqs. (3.19) with (3.14): While $1 - S$ decays as $t^{-\mu}$ for $\alpha < 1$ it decays as $t^{-3/2}$ when $\alpha = 1$. This is demonstrated in Fig. 2. Introduction of infinitesimal small memory results in finite slowing down of the asymptotic decay. One also notes from Fig. 2 that convergence to the asymptotic behav-
ior while fastest for $\alpha = 1/2$, is rather slow for $\alpha = 1$. In contrast to the one-dimensional case (Fig. 1) convergence to the limiting (dashed) curves is from above for $\alpha > 1/2$ and from below for $\alpha < 1/2$. Again, all curves seem to intersect at one point and their order is reversed at short times.

IV. CONCLUSION

We have seen that for a reversible, diffusion influenced dissociation–recombination reaction the introduction of memory into the dissociation process alters the time dependence of the probability $S(t | \alpha^*)$. In particular, we observe a phase transition as a function of the parameter $\alpha$ introduced in the text. In one dimension, there is a first-order phase transition in which the asymptotic limit of the escape probability undergoes a discontinuous change at $\alpha = 1/2$. In three dimensions, there is only a second-order phase transition. The escape probability is always unity but the long-time slope of the survival probability changes discontinuously at $\alpha = 1$.

The above property may help us in analyzing experimental results. For the reversible proton dissociation reaction discussed in Ref. 8 the experimental value for the asymptotic slope is $1.5 \pm 0.1$. Since these error bars exclude values of $\alpha < 1$, dissociation in this case is consistent with an exponential lifetime distribution, i.e., a Markovian model. Indeed, in the case of the above reaction one can argue$^{(6)}$ that vibrational relaxation, which might give rise to non-Markovian effects, is extremely fast compared to the dissociation rate.

In contrast to the above mentioned reaction, the rate of the ultrafast, diffusion-controlled recombination of iodine atoms in solutions is known to depend both on electronic and vibrational relaxation.$^{16}$ Unfortunately, the reaction is irreversible. Once the iodine atoms recombine, they do not dissociate on the time scale of the experiment. Nevertheless, we expect that with the development of femtosecond laser methods$^{17}$ in solution chemistry, ultrafast reversible reactions whose course is influenced by both diffusion and relaxation may be discovered. The present theory may provide a useful approximate treatment for such processes.
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