Topological effects due to conical intersections: A model study of two interacting conical intersections
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A model is presented to study the (weak) interaction between two conical intersections (e.g., a dimer of two loosely bound molecules each characterized by a conical intersection). The model is an extension of a previous model for a single conical intersection formed by an electron housed by a vibrating molecule [Baer and Englman, Mol. Phys. \textbf{75}, 293 (1992)]. The main result of this study is that the intermolecular coupling removes part of the degeneracy of the global system and in turn forms a new degeneracy, but will not affect the multivaluedness of the nuclear wave functions. © 1999 American Institute of Physics. [S0021-9606(99)01344-6]

I. INTRODUCTION

The study of effects of doubly degenerate electronic states on molecular processes is becoming a major subject in molecular physics.\(^1\)–\(^{11}\) Within this framework Baer and Englman\(^7\) suggested to examine such effects employing a model formed by a molecular electron coupled to the vibrational motion of the molecule, i.e., a conical intersection.\(^12\) The electron–molecule coupling was studied within the framework of a two-state model (namely a two-dimensional Hilbert space) and it was shown\(^7\)–\(^9\) that the geometrical features of this system were solely determined by the adiabatic–diabatic transformation (ADT) angle \(\alpha\).\(^{13}\) Among other things we also showed that the ADT angle, once calculated along a closed path around the point of degeneracy,\(^7\)–\(^9\) yields the topological phase \(\beta\).\(^3\) This was done twice:\(^9\) Once for the resulting Jahn–Teller-type degeneracy and in this case \(\beta\) was found to be equal to \(\pi\) and once when the Jahn–Teller degeneracy was removed by a perturbation \(\mu\) and then \(\beta\) was found to be equal to \(2\pi\) (or zero). In the present work this model is extended to contain two such electrons, where each one is attached to a (different) molecule and the aim is to study a situation where two systems, each governed by a conical intersection interaction with each other. This extended system will have to be treated within a four-dimensional Hilbert space and, therefore, yields new geometrical features so far (to our knowledge) not exposed.

II. THE MODEL

Our model contains two electrons each one housed by a separate molecule and with its motion coupled to the vibrational motion of the corresponding molecule. In addition, the two electrons are interacting with each other by a Coulomb force. Such a model can represent a weakly bound dimer of the form: \(A_1\cdots A_1\).\(^{12(b)}\) The aim of the present study is to analyze the effect of this external electron–electron coupling on the degeneracy of the global system and the resulting multivaluedness of the nuclear wave functions, or in other words, to study the geometrical effects that originate from such an interaction.

In what follows the motion of each of the electrons will be described in terms of one (periodic) coordinate, \(\theta_a\) (\(\theta_b\)) and the vibrational motion of each of the two mother molecules will be described in terms of two coordinates: A polar periodic coordinate \(\varphi_a\) (\(\varphi_b\)) [defined along the interval \(0, 2\pi\)] and a radial coordinate \(q_a\) (\(q_b\)). In addition there are other (nuclear) coordinates responsible for the relative motion of the two molecules which will not be specified. As mentioned earlier, the Hamiltonian we apply is an extension of an electronic Hamiltonian which has been used before to describe a single electron housed by a vibrating molecule,\(^7\)–\(^9\) namely a Hamiltonian that contains a periodic potential in both \(\theta_a\) (\(\theta_b\)) and \(\varphi_a\) (\(\varphi_b\)). The type of the potential that was chosen for the single electron–molecule model yields a Schrödinger equation which is the same as the Mathieu equation.\(^7,12(a)\) Here we choose similar potentials responsible for the two electron–molecule systems and consequently the resulting Hamiltonian can be considered as a kind of an extended-Mathieu equation

\[
H = -\frac{1}{2}E_{ael}\frac{\partial^2}{\partial \theta_a^2} - \frac{1}{2}E_{bel}\frac{\partial^2}{\partial \theta_b^2} + G_a \cos(2\theta_a - \varphi_a) \\
+ G_b \cos(2\theta_b - \varphi_b) + G \cos[2(\theta_a + \theta_b) - (\varphi_a + \varphi_b)].
\]

(1)

In this equation, \(E_{ael}\) and \(E_{bel}\) are characteristic electronic magnitudes and \(G_a\) (\(G_b\)) is the coupling coefficients usually assumed to be equal to \(k_a q_a\) (\(k_b q_b\)) where \(k_a\) (\(k_b\)) is a force
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constant of the $a$th ($b$th) molecule. The fifth term in this equation (which is chosen to be symmetrical with respect to the electronic coordinates) describes a Coulombic-type interaction between the two electrons, attached to each molecule, and therefore, the coefficient $G$ depends on the distance between the two molecules (and eventually on other physical magnitudes). This kind of interactions were discussed in a series of papers by Dexter et al.\textsuperscript{12c-12e} It is important to note that in Eq. (1) the third and the fourth terms describe the intramolecular coupling within each molecule and the fifth term describes the intermolecular coupling between the two molecular systems. The present treatment will be done for the case that all three parameters namely $G_a$, $G_b$, and $G$ are small compared to the $E_{ael}$ and $E_{bel}$ values. Throughout this treatment we assume both, $q_a$ and $q_b$ to be constants.

III. THE SOLUTION OF THE EIGENVALUE PROBLEM

The equation we are interested to solve is the following (electronic) eigenvalue equation:

$$ (H - u(\varphi_a, \varphi_b)) \chi(\theta_a, \theta_b; \varphi_a, \varphi_b) = 0, $$

(2)

where $u(\varphi_a, \varphi_b)$ is an eigenvalue and $\chi(\theta_a, \theta_b; \varphi_a, \varphi_b)$ is the corresponding eigenvector, the bar specifies the parametric dependence of $\chi$ on the nuclear coordinates $\varphi_a$ and $\varphi_b$. In a previous publication we showed that the two general adiabatic independent solutions for the single electronic-molecule, which are relevant for our purpose, have the form

$$ \psi_1(\theta|\varphi) = \sum a_n(\varphi) \cos^n \left( \theta - \frac{\varphi}{2} \right), $$

(3a)

and

$$ \psi_2(\theta|\varphi) = \sum b_n(\varphi) \sin^n \left( \theta - \frac{\varphi}{2} \right), $$

(3b)

where the summation index runs over the odd integers starting with $n = 1$. These equations will be applied here as well. Consequently the general solution of Eq. (2) can be written as a product of these functions. Thus

$$ \chi_{ij}(\theta_a, \theta_b; \varphi_a, \varphi_b) = \psi_i(\theta_a|\varphi_a) \psi_j(\theta_b|\varphi_b); \quad i, j = 1, 2, $$

(4)

where the indices $a$ and $b$ are used to distinguish between the two molecules. It is important to emphasize that in the present study we assume that the overlap between the eigenstates belonging to the two different centers is small, and therefore, to a good approximation we do not have to apply antisymmetrized wave function.\textsuperscript{12c,12d} Modifications due to antisymmetrization (or particle exchange) and due to the electronic spin will be treated in Sec. IV. Moreover since $G_a$, $G_b$, and $G$ are assumed to be small we may keep only the first term in each of the summations presented in Eq. (3). It is important to note that $G_a$ ($G_b$) becomes zero when $q_a$ ($q_b$) becomes zero, but $G$, in general is expected to differ from zero at these points. Therefore, the following four functions will be considered:

$$ \chi_{11} = \sin \left( \frac{\theta_a - \varphi_a}{2} \right) \sin \left( \frac{\theta_b - \varphi_b}{2} \right); $$

$$ \chi_{12} = \sin \left( \frac{\theta_a - \varphi_a}{2} \right) \cos \left( \frac{\theta_b - \varphi_b}{2} \right), $$

$$ \chi_{21} = \cos \left( \frac{\theta_a - \varphi_a}{2} \right) \sin \left( \frac{\theta_b - \varphi_b}{2} \right); $$

$$ \chi_{22} = \cos \left( \frac{\theta_a - \varphi_a}{2} \right) \cos \left( \frac{\theta_b + \varphi_b}{2} \right). $$

(5)

Having the (trial) functions and recalling that

$$ \cos(2\theta - \varphi) = 2 \cos^2 \left( \theta - \frac{\varphi}{2} \right) - 1 = 1 - 2 \sin^2 \left( \theta - \frac{\varphi}{2} \right), $$

(6)

it can be shown\textsuperscript{9} that these $\chi_{ij}$-functions are the lowest order eigenfunctions with the following eigenvalues:

$$ u_{11} = E_{ael} + \frac{1}{2}(G_a + G_b + G), $$

$$ u_{12} = E_{ael} + \frac{1}{2}(G_a - G_b - G), $$

$$ u_{21} = E_{ael} + \frac{1}{2}(-G_a + G_b - G), $$

$$ u_{22} = E_{ael} + \frac{1}{2}(-G_a - G_b - G), $$

(7)

where $E_{ael}$ stands for $\frac{1}{2}(E_{ael} + E_{bel})$. From the definitions of $G_a$ and $G_b$ it is noticed that in the extended four-dimensional space at least two pairs of the four eigenvalues namely $u_{11}$ and $u_{22}$ and $u_{21}$ and $u_{12}$ are degenerate at the (extended) origin $q_a = q_b = 0$ and one pair, $u_{11}$ and $u_{12}$, is degenerate along the line formed by the equation: $q_a = (k_b/k_a)q_b$. A closer look at the possible degeneracy reveals that each point of degeneracy in the case of a single molecular electron becomes, at the moment that a second molecular electron is added to the system, a seam in the extended configuration space (for an analogous situation in the case of a realistic molecular system see Ref. 14). In our particular case the points $q_a = 0$ and $q_b = 0$ become, in the extended configuration space, two seam lines that intersect each other at the origin $(q_a = 0, q_b = 0)$. However, we saw that introducing a coupling between the two one-electron-molecules forms two new features: It removes the degeneracy along these two seams leaving only one point of degeneracy (in the extended configuration space) but then produces a new seam defined by the equation $q_a = (k_b/k_a)q_b$. This seam is unexpected because it forms a three-dimensional surface in a four-dimensional configuration space (while a degeneracy can be at most of $n$-$2$ dimen-
The necessary condition for Eq. (10) to have a unique solution is that \( \text{Curl } \tau = [\tau \times \tau] \). This condition is fulfilled because \( \tau \) is essentially a vector of constant matrices and because \( \tau_{\varphi a} \) and \( \tau_{\varphi b} \) commute so that \([\tau \times \tau] = 0\). The fact that \( \tau \) is a constant vector matrix also helps in solving Eq. (10) because in this case the solution can be presented as a product of two matrices one dependent on \( \varphi_a \) and the other on \( \varphi_b \):

\[
A = A_a(\alpha_a(\varphi_a))A_b(\alpha_b(\varphi_b)).
\]

The matrix \( A \) will be solved subject to the boundary condition that \( A(\varphi_a = 0, \varphi_b = 0) = I \). Substituting Eq. (11) into Eq. (10a) and multiplying it, from the right-hand-side by \((A_b)^{-1}\) yields the equation for \( A_a \):

\[
1 \frac{d}{d\varphi_a} A_a + \tau_{\varphi a} A_a = 0.
\]  

Substituting Eq. (12) into Eq. (10a’) and recalling Eq. (8) justifies this form and yields the first-order differential equation for \( \alpha_a \) and the corresponding solution:

\[
\frac{d\alpha_a}{d\varphi_a} = \frac{1}{2} \Rightarrow \alpha_a = \frac{1}{2} \varphi_a \Rightarrow \alpha_a(\varphi_a = 2\pi) = \pi.
\]

The derivation of \( A_p(\alpha_a) \) needs more consideration. In order to also get in this case a separate equation the previous solution matrix \( A_a(\alpha_a) \) has to commute with the \( \tau_{\varphi b} \) matrix which indeed it does. Multiplying the resulting equation by \((A_a)^{-1}\) yields the equation for \( A_b(\alpha_b) \):

\[
1 \frac{d}{d\varphi_b} A_b + \tau_{\varphi b} A_b = 0.
\]  

Again we try a solution but of the form:

\[
A_b(\alpha_b) = \begin{pmatrix} \cos \alpha_b & -\sin \alpha_b & 0 & 0 \\ \sin \alpha_b & \cos \alpha_b & 0 & 0 \\ 0 & 0 & \cos \alpha_b & -\sin \alpha_b \\ 0 & 0 & \sin \alpha_b & \cos \alpha_b \end{pmatrix}.
\]

Substituting Eq. (12’) into Eq. (10b’) yields the first-order differential equation for \( \alpha_b \) and its immediate solution:

\[
\frac{d\alpha_b}{d\varphi_b} = \frac{1}{2} \Rightarrow \alpha_b = \frac{1}{2} \varphi_b \Rightarrow \alpha_b(\varphi_b = 2\pi) = \pi.
\]

From Eqs. (12’) and (13’) it is seen that \( A_b \) fulfills the required boundary condition: \( A_b(\alpha_b(\varphi_b = 0)) = I \). It is important to mention that since \( A_a \) and \( A_b \) are orthogonal matrices the matrix \( A \) is orthogonal as well.

Since \( A \) is equal to the product \( A_a A_b \) [see Eq. (11)], \( A \) will change its sign whenever either \( A_a \) or \( A_b \) does, which
happens when either \( \varphi_a \) or \( \varphi_b \), respectively, complete a full cycle. It is interesting to note that when both complete a cycle no change of sign follows.

V. ANTISYMMETRIC ADIABATIC SPIN ORBITALS

To formulate the theory in terms of properly antisymmetric states the notation in Eq. (5) has to be extended so that we can discuss electronic coordinates without associating the electrons directly to a particular molecule. Thus Eq. (5) takes the following form

\[
\begin{align*}
\chi_{ab,11} &= \cos \left( \frac{\varphi_a}{2} \right) \cos \left( \frac{\varphi_b}{2} \right), \\
\chi_{ab,12} &= \cos \left( \frac{\varphi_a}{2} \right) \sin \left( \frac{\varphi_b}{2} \right), \\
\chi_{ab,21} &= \sin \left( \frac{\varphi_a}{2} \right) \cos \left( \frac{\varphi_b}{2} \right), \\
\chi_{ab,22} &= \sin \left( \frac{\varphi_a}{2} \right) \sin \left( \frac{\varphi_b}{2} \right),
\end{align*}
\]

(5’)

where the first pair of indices (preceding the comma) labels the mother molecule of the respective electron (in the above equations it is electron 1 housed by molecule a and electron 2 by molecule b) and the second pair (after the comma) labels the state (state 1 is the lower state with the cosine eigenfunction and state 2 is the upper state with the sine eigenfunction). Next we include for the electrons, the \((\alpha, \beta)\) spin states. Then the proper antisymmetric states namely, the singlet and the three triplet states (we show only one triplet state) are

\[
\begin{align*}
\chi_{11} &= \frac{1}{2} \chi_{ab,11} + \chi_{ba,11} + \frac{\alpha(1)\beta(2) - \beta(1)\alpha(2)}{2}, \\
\chi_{12} &= \frac{1}{2} \chi_{ab,11} - \chi_{ba,11} + \frac{\alpha(1)\beta(2) + \beta(1)\alpha(2)}{2}.
\end{align*}
\]

Each state of Eq. (5’) is replaced by four corresponding states given in Eq. (14). In our treatment we neglect spin orbit coupling between the singlet and the triplet states in Eq. (13) and we also neglect the overlap between \( \chi_{ab,ij} \) and \( \chi_{ba,ij} \) functions. As a result of these assumptions it can be shown that the formalism presented in Secs. II–IV will hold also for the antisymmetrized spin orbitals.

VI. CONCLUSIONS

Our main findings are as follows:

1. It has been shown that if each of the two interacting molecular electrons has a single point of degeneracy at \( q_a \) \( (q_b = 0) \), bringing the two together results in two seams in the extended configuration space. Coupling of the two interacting systems (or in other words turning on the electron–electron interaction) removes the original degeneracy almost entirely, leaving only one point of degeneracy, i.e., \( (q_a = 0, q_b = 0) \) in the extended configuration space. However, this coupling also forms a new degeneracy defined by the relation \( q_a = (k_a/k_b)q_b \). This is a three-dimensional seam in a four-dimensional space (probably a special feature of the applied model) but of minor importance as it does not create any topological effects. This was shown to be the core while analyzing the properties of the ADT matrix.\(^{18}\)

2. We showed that \( \chi \) changes sign whenever one of the electronic basis functions changes sign. This usually happens when the corresponding polar angle \( \varphi_a \) \( (\varphi_b) \) follows a close loop around its conical intersection located at its own origin \( q_a = 0 \) \( (q_b = 0) \) (it is important to emphasize that if none of the poles to its own point of degeneracy no change of sign appears as was discussed in Ref. 9). This fact implies that the nuclear wave functions, like the electronic ones, are multivalued. In the single molecular electron case we showed that change of sign of the ADT matrix, and therefore, also the multivaluedness of the nuclear wave function, are closely connected with the fact that the electronic eigenvalues, (namely, the nuclear potential-energy surfaces) have a degeneracy yielding the CI.\(^{9}\) From the present study it follows that this feature is doubled in case a second molecular electron is added to the system. It is expected that this will, indeed, happen when the two systems do not interact. Here we turned on the electron–electron interaction thus letting the two systems to interact and found that the interaction, even being weak, affected the degeneracy scheme significantly (removing one type of degeneracy and simultaneously producing a different one). Nevertheless the multivaluedness of the nuclear wave functions remained as if no coupling was assumed. This is, to some extent, an unexpected result, because in contrast to a previous study\(^{9}\) in which the degeneracy was removed by an intramolecular (weak) coupling and as a result the nuclear wave functions became single valued, here, we find that intermolecular coupling is not capable to affect the multivaluedness of the nuclear wave functions. This result is important because it is expected that sooner or later this coupling will produce topological effects and the question is only: At what stage? Therefore, this point is subject to further studies.

3. It was mentioned earlier that \( \chi \) changes sign whenever one of the polar angles, either \( \varphi_a \) or \( \varphi_b \), follows a close loop around its conical intersection located at its own origin, \( q_a = 0 \) \( (q_b = 0) \), respectively. This implies that in the case the two systems do not interact \( \chi \) will not change sign when both angles, simultaneously, follow a close loops around their origins. We found that as long as the interaction is weak this feature is still maintained. Again, it is expected that when the two systems get closer so that the interaction becomes strong enough also this feature will be affected.

4. Dimerization reactions for several molecules (e.g., silaethylene,\(^{15}\) formaldehyde\(^{16,17}\) and others) involve potential-energy surfaces with conical intersections as well as other types of crossings. The results in this work, treating adiabatic-to-diabatic transformations should facilitate calculations of efficient pathways.

5. We would also like to point out a quasi-technical achievement namely we presented here for the first time a study of a four-dimensional system and obtained for it the ADT angles and the relevant geometrical phases. We showed that the ADT angles yield the correct symmetrical features of the system and are (also) identical, like in previous two-state models, to the corresponding Longuet-Higgins angles.\(^{2}\)
Note added in proof. While this manuscript was in preparation Kendrick, Mead, and Truhlar (KMT) published a Note [J. Chem. Phys. 110, 7594 (1999)] which objects to a claim, made by one of the present authors [see Ref. 8(e)], namely that the Longuet-Higgins phase and the ADT angle are identical for a two-dimensional Hilbert space. They could not find a two-state example to support their point and so they used two 4-dimensional eigenvectors for this purpose. In this paper a four-dimensional Hilbert-space model which yields all four 4-dimensional eigenvectors to be used to form the ADT angles is treated. It is well noticed that the two properly derived ADT angles possess the features expected from the corresponding Longuet-Higgins phase. Since two of the four eigenvectors are identical to KMT’s eigenvectors, the present treatment, in fact, shows that their ADT angles, which differ from ours, are incorrect. As a result, their objection is not supported by any example and therefore cannot be accepted.
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